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ABSTRACT 

We show that the roots of any smooth curve of po|ynomials with real 

roots only cau be parametrized twice differentiable (but not better). 

In [1] we claimed that there exists a smooth curve of polynomials of degree 3 

for which no Cl-parametrization of the roots exists. Unfortunately there was an 

error in the calculation of b3 and we have been informed by Jacques Chaumat 

and Anne-Marie Chollet in June 2001 about that and the related papers [2], [5]. 
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We are now going to repair this mistake and improve at the same time the 

results of [2]. The smoothness assumptions in the following theorem are certainly 

not the best possible but. in fact we are mainly interested in the case of smooth  

coefficients. 

The conclusion of the theorem is the best possible, since even for the charac- 

teristic polynonfial of a smooth  curve of symmetr ic  matrices there needn ' t  be a 

differentiable parametr izat ion of the roots with locally H51derian derivative as 

the first example in [:3] shows. 

Let P be a curve defined on some subset T C_ ~: of monic polynomials  P( t )  of 

degree n _> 1 with real roots only. A parametr izat ion of some class of the root.s 

of P is a curve x: T -+ IR n of tha t  class such tha t  for each t C T the values 

xl( t )  . . . . .  x~(t)  are the roots of P( t )  with correct, nmltiplicity. 

THEOREM: Consider a continuous curve o f  polynomials  

P(t)(J ' )  = x ' ~ -  a,(t).v " -1  + . . .  + ( - 1 )nan ( t ) ,  t • R, 

with all roots real  Then there is a continuous parametrization x = (Xl . . . . .  xn): 

R --+ R n o f  the roots o f  P.  Moreover: 

(1) [2], Theorem 1 and Theorem 2. I f  all eoet~cients a~ are o f  class C n then 

the parametrizat ion x: R --+ R n m a y  be chosen differentiable with locally 

bounded derivative. 

(2) I f  all ai are o f  class C 2n then any differentiable parametrizat ion x: R -+ R ~ 

is actually C 1. 

(3) I f  all ai are of  class C an then the parametrization x: R --+ R n may  be chosen 

twice differentiable. 

Proof: The parameter izat ion by order x l ( t )  <_ . - .  <_ x~(t)  is continuous; see, 

e.g., [1], 4.1. We prove (2) and (3), and we use the proof  of theorem 4.3 in [1]. 

First we replace x by x + ~al ( t ) ,  and consequently assmne without  loss that. 

a l ~ 0 .  

As noted in the proof  of 4.3 in [1] the multiplicity lemma [1], 3.7 remains true 

in the C'~-case for m _> n in the following sense, with the same proof: 

Ira1 = 0 then the following two conditions are equivalent: 

(1) ak(t) = tkak,k(t) for a cm-~- func t ion  ak,k, for all 2 < k < n. 

(2) a2(t) = t2a2,2(t) for a cm-2 - func t i on  a2,2. 

Proo f  o f  (2): Let all a i be C 2~. 

Then  we choose a fixed t, say t = 0. 



Vol. 139, 2 0 0 4  CHOOSING ROOTS OF POLYNOMIALS SMOOTHLY, II 185 

If  a2 (0) = 0 then it vanishes of second order at  0: if it. vanishes only of first order 

then A2(P( t ) )  = -2na2( t )  (see [1], 3.1) would change sign at t = 0, contrary  to 

the assumption that. all roots  of P(t )  are real, by [1], 3.2. Thus  a2(t) = t2a2,~(t), 

so by the variant of the multiplicity lennna described above we have a~,(t) = 

tl"ah,,k(t) for cn- func t ions  a~. ~., for 2 _< k _< n. We consider the following C ' -  

curve of polynomials:  

Pl ( t ) ( z )  = z" + a2,2(t)z n-2 - a3,3(t)z " - 3 . . .  + (-1)'~a,,,n(t). 

Then P( t ) ( t z )  = t '~ p l ( t ) ( z )  and hence z ~-~ t z = x gives for t # 0 a bijective 

correspondance between the roots  z of  p1 (t) and the roots  :r of  P(t )  with correct 

nmltiplicities. Moreover. parmnetr izat ions z which are continuous at t = 0 cor- 

respond to parametr izat ions  x which are differentiable at t = 0. By (1) we may 

choose the parametr iza t ion z = (zl . . . . .  z , )  differentiable with locally bounded 

derivative. Then  the corresponding parametr iza t ion t ~-+ x(t)  :=  t z(t)  is differ- 

entiable with derivative x'( t)  = t z '(t)  + z(t)  which is continuous at t = 0 with 

x'(0)  = ~(0).  

If  a2(0) # 0 then we use the splitting lemma [1], 3.4 for the C~n-case: We may  

factor P(t )  = P l ( t ) ' "  P~.(t) for t in a neighborhood of 0 and some k > 1 where 

the Pi have again C2n-coefficients and where each Pi(O) has all roots  equal to, 

say, ci, and where the ci are distinct. By the argument  above applied to each 

Pi separately, there is a differentiable parametr iza t ion x = (xl . . . . .  x,,) of roots 

whose derivative ~" is continuous at t = 0. Moreover, if Pi(O)(xj(O)) = 0 then 

.v~ (0) is a root  of the polynomial  ~1 (0) which depends only on P/. We shall use 

this for arbi t rary  t below. 

CLAIM: A n y  differentiable parametrization y = (Yl . . . . .  y,,) of  the roots of  P has 

y' continuous at t = O. Let i C {1 . . . . .  n}. For tm --+ 0 there are km E {1 . . . . .  n} 

such that  yi(tm) = xk~ (tin). Choose a subsequence of the t , ,  again denoted tm 

such tha t  yi(tm) = xk(tm) for some fixed k and all m. By the argument, above 
t t then we also have Yi ( m )  = x~,, (tm) for some Jm with xj, ,  (tin) = x~, (tin) = Yi (tin). 

Passing again to a subsequence we find a fixed j such tha t  yi(tm) = xj( tm) and 

y~(tm) = x~(tm). Then  

~(0) = l i ~  ~ ( t m )  = l ~  x~ (tin) = x~ (0), 

' 0 y~(tm) - yi(0) = lira x j ( tm)  - xj(O) ., 
~( ) = li2~ tm m t ~  = ~j (0 ) ,  

! and so ~i(tm) = x~(tm) ~ x~(0) = ~(0). 
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Thus any differentiable parametr izat ion of the roots of P (which exists by (1)) 

is indeed C 1, and (2) is proved. 

Proof of (3): Let all ai be C 3n. Remember  tha t  al  = 0. 

(a) Choose a fixed t, say t = 0. If a2(0) = 0 then we consider again the polyno- 

mials Pl( t ) ,  which now form a C2n-curve. By (2) its roots can be parametr ized 

by a Cl -curve  t ~-+ z(t) = (zl(t) . . . . .  zn(t)). The x(t) = tz( t )  are then again 

the roots  of  P( t ) ,  now with continuous derivative x~(t) = t zt(t) + z(t) which is 

differentiable at t = 0 with x"(0) = 2 z '(0).  

We show by induction on n tha t  for fixed open intervals I C_ IR there exists a 

twice differentiable parametr izat ion y of the roots of P on I.  

Let to C I be such tha t  a2(t0) ~ 0. By the splitting lemma [1], 3.4 for the 

C3n-case we may factor P(t) = P l ( t ) ' " P k ( t )  for some k > 1 and all t in a 

neighborhood I1 C_ I of to where the Pi(t) have again c3n-coefficients and where 

each Pi(to) has all roots  equal to, say, ci, and where the ci are distinct. By 

induction there is on I1 a twice differentiable parametr izat ion of the roots of 

each Pi. Note tha t  for n = 1 the root  equals the (single) coefficient. 

Let now a2(t) --/: 0 for all t E I .  We consider twice differentiable parametr iza-  

tions of the roots defined on open subintervals [1 C I .  Obviously we may apply 

Zorn's  lemma to obtain a twice differentiable parametr izat ion on some maximal  

open subinterval I1. Suppose for contradict ion tha t  I D I1 and let the, say, right 

endpoint  to of I1 belong to I .  Then  there is a twice differentiable parametr iza-  

t ion y on I t  and, since a2(t0) ¢ 0, a twice differentiable parametr izat ion x in a 

neighborhood of to. Let tm ,ff~ to. For every m there exists a permuta t ion  ~r of 

{1 . . . .  , n} such tha t  y~(o(tm) = x i(tm) for all i. By passing to a subsequence, 

again denoted tm, w e  may assume tha t  the pernmta t ion  does not depend on m. 

! t "! By passing again to a subsequence we may also assume that  Y~(i)(,m) = x i(t,,) 
" ' t  ' r( ' t t  ~ for a l l i  and a l l m .  and then again for a subsequence tha t  Y~(i)(m) = . ,  ~.~m; 

So we may paste (y~(0(t))i for t < to with x(t) for t >_ to to obtain  a twice 

differentiable parametr izat ion on an interval larger than  II ,  a contradiction. 

Now we consider the closed set 

E = {t e I :  a2(t) = 0} = {t e I :  x l ( t )  . . . . .  x , ( t )} .  

Then I \ E is open, thus a disjoint union of open intervals on which we have a 

twice differentiable parametr izat ion x of the roots by the previous paragraph.  

Consider next the set E '  of all accumulat ion points of E.  Then I \ E t = 

(I \ E) U (E \ E') is again open and thus a disjoint union of open intervals, and 

for each point  to E E \ E ~, i.e. isolated point of E,  we have a twice differentiable 
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local pa ramet r i za t ion  of roots  yi(t) for t ~ to (left, and right of to), and we have 

a local C 1 pa ramet r i za t ion  xk(t)  for t near  to which is twice differentiable at  to, 

by a rgument  (a). Clearly yi(t) -+ x l ( to)  . . . . .  x~(to) for t --+ to. 
I t For tm "~ to, by passing to a subsequence, we may  assunle tha t  Yi (m)  = 

Xt ! ~(i)(t~) -+ x~ (i)(to). Thus  yi(t)  has a t  most  x~(to) . . . . .  x~(to) as cluster  points  

y (t) for t ~ to. Since y~ satisfies the in termedia te  value theorem,  converges for 

t ~ to, with limit x~(i)(to), since it does so along a sequence t,~ as above. By 

renumber ing  the Yi to the right of to we may  assume tha t  i = 7~(i). Similarly for 

the left side of to. Then  y~(t) _+ xi(to)l for t -+ t0, so Yi is C 1 near  to and still 

twice differentiable off to. 

In order to get twice differentiability at  to also, we consider again the s i tuat ion 

at  the beginning of the last paragraph.  Then  we have 

I t I r I 
- y (to) . - , ,  

= -+ ~ ( i ) ( t o )  
tm -- to tm -- to 

y~(t0)} SO tha t  (y~(t) - y~(to))/( t  - to) has a t  most  {xy(to) : x~(to) -- as cluster 

points  for t "~ to. Since it satisfies the in termedia te  value theorem it converges 
I I  / t  \ for t ~ to, with l imit  x~(i) L o), since it does so along a sequence t.~ as just  used. 

Similarly for the lef t-handed second derivative. Thus  we may  renumber  those Yi 

for which the y~(to) agree, to the right of to in such a way tha t  the (one sided) 

second derivatives agree. Then  the (twice) renunlbered Y i are twice differentiable 

also a t  to. 

Thus we have a twice differentiable pa ramet r i za t ion  of roots  on the open set 

I \ E C  

Now let to E E t, i.e. an accmnula t ion  point  of E.  Let F be the set of all t E I 

where x l ( t )  . . . . .  x,~(t) and ,r~(t) = .  . . . .  .rt~(t). Then  to E F since each 'c i ( to  ) 

may  be computed  using only points  in E .  Let. F t be the set of all accunmlat ion  

points  o f F .  T h u s E  ~ C F = ( F \ F  t) U F  ~C_E. 

Let  first to E F \ F ~, i.e. an  isolated point  in F .  Then  again we have a local 

twice differentiable pa ramet r i za t ion  t +-+ y(t)  of the roots  for t ~ to (left. and 

right of to), since near to there are only points  ill I \ E t. We still have a local 

C 1 pa ramet r i za t ion  x near to which is twice differentiable a t  to, by the a rgument  

above. As above we Call find a twice differentiable pa ramet r i za t ion  y of the roots  

on the open set ( I  \ E ' )  U ( r  \ F ' ) .  

Finally, let, to E F ~, i.e. an accumula t ion  point  in F.  We use again paramet r iza -  

tions :r near  to, and y as above. Then  all x i(to) agree, all x~(to) agree, and even 

all x~(to) agree. We extend each y~ from ( I  \ E ~) U ( F  \ F ' )  by these single flmc- 

tions on F '  to the whole of (I  \ E ' )  U (F  \ F ' )  U F '  -- ( I  \ E ~) U F = I. We have 
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to check tha t  then each Y i is twice differentiable at to. For tm ~ to we have, by 

passing to subsequences, 

y i ( t ~ )  = x j ( t m )  -~ x j ( t o )  = x~(to) = ~ ( t o ) ,  

~,~(tm) - y~ ( to )  = x ~ ( t m )  - x j ( t o )  ~ x ~ ( t o )  = x ~ ( t o ) ,  
tm -- to tm -- to 

I t I - -  y ~ ( m )  - y.~(to) x~(t,,~) - x~(to)  tl it, t x - -+ x j  ( t o )  = x.i [ o ) .  | 
tm -- to tm -- to 

R e f e r e n c e s  

[1] D. Alekseevsky, A. Kriegl, M. Losik and P. W. Michor, Choosing roots of  polyno- 

mials smoothly, Israel Journal of Mathematics 105 (1998), 203 233, 
arXiv: math.CA/9801026. 

[2] M. D. Bronshtein, Smoothness of  polynomials depending on parameters, Sibirskii 
Matematicheskii Zhurnal 20 (1979), 493 501 (Russian); English transl.: Siberian 
Mathematical Journal 20 (1980), 347-352. 

[3] A. Kriegl and P. W. Michor, Differentiable perturbation of unbounded operators, 

Mathematische Annalen, to appeal', arXiv: math.FA/0204060. 

[4] Y. Ohya and S. Tarama, Le probl6me de Cauc'hy ~ caracteristiques multiples dans 

la classe de Gevrey (coefficients H61deriens en t), in Hyperbolic Equations and 

Related Topics, Proceedings of the Taniguchi International Symposium, Katata 
and Kyoto/Jap. 1984, Academic Press, Boston, 1986, pp. 273-306. 

[5] S. Wakabayashi, Remarks on hyperbolic polynomials, Tsukuba Journal of Mathe- 

matics 10 (1986), 17-28. 


